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4 5 pomts) A random sample of size n " Bwas drawn from a distribution with density
= fle” % for y > 0, where the parameter 6 > 0.

PR

(a) Find the maximum likelihood estimator of . Show your work. Don’t bother wth
a second derivative test. Your answer is a symbolic expression. Circle your final
answer.
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" (b) The data values are 4.1, 9.3, 2.2, 4.4. Give the maximum likelihood estimate in
—_ numeric form. Your answer is_a number. Circle it.




2. (5 points) Let X be a real n x p matrix, and let a be a real p x 1 column vector. Show
that a'(X'X)a > 0 (that is, X’X is non-negative definite). You have a lot more room
than you need.
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1. (5 points) Independently for i = 1,...,n,

X, = 0+Z;+en
Y, = Z; + €i2, where

4 is a constant.

E(Z;) = pzy Var(Z;) = 02 > 0

E(ei1) = E(ei2) = 0,

o Var(es) =02 >0, Var(e;) =05 >0

e Z; and ¢;; are all independent.

Prove Cou(X;,Y;) > 0.
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Please slow down and read this question carefully. Let Y;,...,Y, be a random sample from a
distribution with expected value p and variance o2. To test Hy : p = o against Hy : > pg, we will
use the test statistic Z; = ‘f(y “0), where S is the sample standard deviation. The null hypothesis
will be rejected if Z7 > z,, Where 2o 1s the point that cuts off the top « of the standard normal
distribution. Notice this is a one-sided test.

Also notice that by the Central Limit Theorem, Z; = ﬂ(?’,;m is approximately standard normal
regardless of whether Hy is true or not.

(a) (4 points) Give an expression for the approximate power of the test — that is, the
probability of rejecting Hy when Hj is false. Because this is a large sample test, assume n is big
enough so you can replace S with ¢ any time you wish, and probabilities remain roughly the same.
Write your answer in terms of ®, the cumulative distribution function of a standard normal. The
expression also involves y, 02, z, and n. Show your work. Simplify. Circle your final answer.
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(b) (1 point) When u > ug, what happens to the power as the sample size n — 00? Use your answer
to Question 2a. Show your work. Hint: The function & is continuous, so the limit of the function
is the function of the limit. \ -~
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(3 points) In this simple regression through the origin, values of the explanatory vari-
able are random, not fixed constants. Independently for i =1,...,n,let Y; = X, +¢;,
where F(X;) = E(¢;) = 0, Var(X;) = 02, Var(¢;) = 0%, and ¢; is independent of X;.

Let 5, = ;Z%XX;? Is 3, a consistent estimator of 57 Answer Yes or No and prove
=11

your answer.
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1. For a simple linear regression with an intercept and one explanatory variable, you
obtain the least squares estimates by minimizing Q(8o, 1) = Y i, (Yi — Bo — Brz:)*.

(a) (2 points) Differentiate @ with respect to Sy and set the derivative to zero and
simplify a bit, obtaining the first normal equation.
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(b) (3 points) Noting that the quantities 3y and 3, must satisfy the first normal
equation, show that the least squares line passes through the point (z,Y). Start

by giving the equation of the least squares line in terms of BO and ﬁl
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2. (2 points) The density of the ¢ distribution is symmetric around zero, so that if 7" ~
t(v), then also —T ~ t(v). This fact makes it possible for a normal person to just
write down confidence intervals and prediction intervals from the formula sheet without
showing any work. Based on a regression with n cases, give a (1 — «)100% prediction
interval for Y,.1. Use t,/o for the point satisfying P{T > to/2} = /2. You don’t have
to show any work. Give it in the form 1 — « equals the probability of something.
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3. (3 points) Of course the explanatory variable values are often random, and not fixed
constants. Suppose the explanatory variables are random. Is the prediction interval
still valid? Answer Yes or No and show your work. For convenience of notation,
you may pretend that the joint distribution of the X matrixs continuous. M X
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1. (6 points) In a study comparing the effectiveness of different weight loss diets, volunteers were randomly

assigned to one of two diets (A or B) or put on a waiting list and advised to lose weight on their own.
Participants were weighed before and after 6 months of participation in the program (or 6 months of
being on the waiting list). The response variable is weight loss. The explanatory variables are age (a
covariate) and treatment group.

(a) Write the regression equation. Your model should have no intercept, and parallel regression lines.
Please use = for age. You don’t have to say how your dummy variables are defined. You’ll do
that in the next part.
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(b) Make a table with three rows, showing how you would set up indicator dummy variables for

treatment group. Give E ‘.Y|x) in t}pe last colimn.

—

— v ]1)

\ }? O 3' ﬁ/ i ﬁu

(¢) In terms of 8 values, what null hypothesis would you test to find out whether, allowing for age,
the three diets (including Wait List) differ in their effectiveness?

B ReE

(d) In terms of 8 values, what null hypothesis would you test to find out whether, allowing for age,
diets A and B differ in their effectiveness?

(e) In terms of 8 values, what null hypothesis would you test to find out whether the Wait list “diet”
is of any value at all in helping 25-year-old participants to lose weight? Remember, YV is weight
loss, which could be zero or even negative.

Mot 0 0 7 7

(f) Is it safe to assume that age is independent of treatment group? Answer Yes or No and briefly
explain.
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