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Summary

e Rotation is what makes exploratory factor analysis results
understandable.

@ R’s stand-alone varimax function can also be used to rotate
principal components.

o The result is a set of uncorrelated linear combinations of the
variables that explain exactly the same amount of variance as the
original components, but are easier to interpret.
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Setting
e Standardized data vector z is & x 1
e cov(z) =%
e X=CDC'
oy=C'z «<— z=Cy

cov(y) =D



Standardize and Select Principal Components

Standardize first for convenience

cor(d,y) = cov(z,y2)

= cov(z,D_%y)

e cov(y)=D = cov(z,D_%CTZ)
1

o Let yo =D 2y = cov(z,2) (DfécT)—r
e cov(ys) =1y

= YCD 2

= CDC'CD:



cor(z,y) = CD?> is a good matrix

@ Square all the elements and get components of variance.
@ Squared correlations add to one for each row.

@ Squared correlations add to eigenvalues for each column.



Squared correlations add to one for each row.
cor(z,y) = CD:

Look at diagonal elements of
1 1\ T 11 T
CD? (CD2) — CD!D:C
= CDC'
= ¥ = cov(z)

Diagaonal elements are all ones.



Squared correlations add to eigenvalues for each column
cor(z,y) = CD:2

Look at diagonal elements of

.
<CD%) CD! = DiC'CD:?

Eigenvalues.



Select First p principal Components

Probably those with eigenvalues greater than one



N
z=Lf+e

It looks like a factor analysis model.

f contains the first p principal components, standardized.
cov(f) =1,.
L contains the first p columns of cor(d,y) = CD:.

Recalling
f
z = (LM
e

= Lf+ Mg
= Lf+e,

have cov(f,e) = O.

Results for factor analysis apply:
e Components of variance explained by f are squared correlations.

o Communalities (explained variance of each variable) are not affected
by rotation.
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Rotate

7z = Lf+e
LR'Rf+e
— (LR") (Rf) + e
= Lof +e,

where Lo is the “rotated factor matrix,” and f’ are the rotated
principal components.

10



z = Lof’ +e

e cov(f’) =1, so the rotated components are still uncorrelated.
e cov(z,f’) = Ly is a matrix of correlations.

@ You can examine IAJg to determine what the rotated factors mean
in terms of the original variables.

e Rotation affects how much variance each component explains, but
not the total amount of variance explained.

o Rotation does not affect the amount of explained variance for each
variable.



e
In Practice it’s Very Simple

Extract sample principal components. and decide how many to
keep.

e Put the ones you decide to keep in Y, «.

Apply a varimax rotation to estimated cor(D,Y). This is 22.

If you like the result,

e Standardize the principal components in Y, using n in the
denominator. Call the result W. The rows of W are approximately
fi,...f,.

o Compute WRT, where RT is the rotation matrix located by
varimax.

e The rows are the rotated sample principal components.
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