STA 431s13 Assignment Three!

For the SAS question, please bring your log and list files to the quiz. Do not write anything
on the printouts except your name and student number. The other questions are just practice
for the quiz on Feb. 1st, and are not to be handed in. The first part of Chapter 0 from the
text is now posted. It may be a helpful supplement to lecture material.

1. Everybody knows that Var(Y;) = o2 for a regression model, but that’s really a condi-
tional variance. Independently for i =1,...,n, let

Y = Bo + 51 Xiq + B Xio + €,

where €, . .. €, are independent random variables with expected value zero and common
variance o2, F(X;1) = p1, Var(X;1) = o2, E(X;2) = pa, Var(X;2) = o3, and
Cov(X;1, X;2) = 012. Calculate Var(Y;); show your work.

2. The usual univariate multiple regression model with independent normal errors is
Y = X3 + €,

where X is an n X p matrix of known constants, 3 is a px 1 vector of unknown constants,
and € is multivariate normal with mean zero and covariance matrix oI, with o2 > 0
an unknown constant. But of course in practice, the explanatory variables are random,
not fixed. Clearly, if the model holds conditionally upon the values of the explanatory
variables, then all the usual results hold, again conditionally upon the particular values
of the explanatory variables. The probabilities (for example, p-values) are conditional
probabilities, and the F statistic does not have an F' distribution, but a conditional F'
distribution, given X = x.

(a) Show that the least-squares estimator B = (X’X)~!X"Y is conditionally unbiased.
(b) Show that B is also unbiased unconditionally.

(c¢) A similar calculation applies to the significance level of a hypothesis test. Let
F be the test statistic (say for an extra-sum-of-squares F-test), and f. be the
critical value. If the null hypothesis is true, then the test is size «, conditionally
upon the explanatory variable values. That is, P(F > f./X =x) = a. Find
the unconditional probability of a Type I error. Assume that the explanatory
variables are discrete, so you can write a multiple sum.

3. Ordinary least squares is often applied to data sets where the independent variables
are best modeled as random variables. In what way does the usual conditional linear
regression model imply that (random) independent variables have zero covariance with
the error term? Hint: Assume X, as well as ¢; continuous. What is the conditional
distribution of ¢; given X; = x;?
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4. Show that E(e;|X; = z;) = 0 for all z; implies Cov(X;,€;) = 0, so that a standard re-
gression model without the normality assumption still implies zero covariance (though
not necessarily independence) between the error term and explanatory variables.

5. In a study of diet and health, suppose we want to know how much snack food each
person eats, and we “measure” it by asking a question on a questionnaire. Surely
there will be measurement error, and suppose it is of a simple additive nature. But
we are pretty sure people under-report how much snack food they eat, so a model
like W = X + e with E(e) = 0 is hard to defend. Instead, let

W=v+ X +e,

where E(X) = pu, E(e) = 0, Var(X) = 0%, Var(e) = 02, and Cov(X,e) = 0 The
unknown constant v could be called measurement bias. Calculate the reliability of W
for this model. Is it the same as the expression for reliability given in the text and
lecture, or does v # 0 make a difference?

6. Continuing Exercise 5, suppose that two measurements of W are available.

Wi = n+X+e
WQ = 1/2+X+€2,

where E(X) = p, Var(X) = 0%, E(e;) = E(ey) = 0, Var(e;) = Var(ey) = 02, and
X, e; and ey are all independent. Calculate Corr(Wy, Ws). Does this correlation still
equal the reliability?

7. Let X be a latent variable, W = X + e; be the usual measurement of X with error,
and G = X + ey be a measurement of X that is deemed “gold standard,” but of course
it’s not completely free of measurement error. It’s better than W in the sense that
0 < Var(ea) < Var(ey), but that’s all you can really say. This is a realistic scenario,
because nothing is perfect. Accordingly, let

W = X—|—€1
G = X—|-€2,

where E(X) = pu, Var(X) = 0%, E(e1) = E(ey) = 0, Var(e;) = o, Var(ex) = o3
and that X, e; and ey are all independent of one another. Prove that the squared
correlation between W and G is strictly less than the reliability. Show your work.

The idea here is that the squared population correlation? between an ordinary mea-
surement and an imperfect gold standard measurement is strictly less than the actual

2When we do Greek-letter calculations, we are figuring out what is happening in the population from
which a data set might be a random sample.



reliability of the ordinary measurement. If we were to estimate such a squared cor-
relation by the corresponding squared sample correlation, all we would be doing is
estimating a quantity that is not the reliability. On the other hand, we would be esti-
mating a lower bound for the reliability — and this could be reassuring if it is a high
number.

8. Suppose we have two equivalent measurements with uncorrelated measurement error:

W1 = X—|—€1
W2 - X+627

where E(X) = p, Var(X) = 0%, E(e1) = E(es) =0, Var(e;) = Var(ey) = 02, and X,
e1 and ey are all independent. What if we were to measure the true score X by adding
the two imperfect measurements together? Would the result be more reliable?

(a) Let S = W; 4+ Wy. Calculate the reliability of S. Is there any harm in assuming
w=07

(b) Suppose you take k independent measurements (in psychometric theory, these
would be called equivalent test items). What is the reliability of S = Zle W;?
Show your work.

(c) What happens as the number of measurements k — 0o?

9. Let X be a latent variable, W = X + e; be the usual measurement of X with error,
and G = X + e, be a measurement of X that is deemed “gold standard,” but of course
it’s not completely free of measurement error. It’s better than W in the sense that
0 < Var(ez) < Var(e), but that’s all you can really say. This is a realistic scenario,
because nothing is perfect. Accordingly, let

W = X+€1
G = X+€2,

where E(X) = p, Var(X) = 0%, E(e1) = E(es) = 0, Var(e;) = o, Var(ey) = o3
and that X, e; and ey are all independent of one another. Prove that the squared
correlation between W and G is strictly less than the reliability. Show your work.

The idea here is that the squared population correlation® between an ordinary mea-
surement and an imperfect gold standard measurement is strictly less than the actual
reliability of the ordinary measurement. If we were to estimate such a squared cor-
relation by the corresponding squared sample correlation, all we would be doing is
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which a data set might be a random sample.



10.

11.

12.

estimating a quantity that is not the reliability. On the other hand, we would be esti-
mating a lower bound for the reliability — and this could be reassuring if it is a high
number.

In this continuation of Exercise 9, show what happens when you calculate the squared
sample correlation between a usual measurement and an imperfect gold standard. It’s
just what you would think.

Suppose we have two equivalent measurements with uncorrelated measurement error:
W1 = X + e
W2 = X + €2,

where E(X) = u, Var(X) = 0%, E(e;) = E(es) =0, Var(e;) = Var(ey) = 02, and X,
e1 and ey are all independent. What if we were to measure the true score X by adding
the two imperfect measurements together? Would the result be more reliable?

(a) Let S = W; 4+ Wy, Calculate the reliability of S. Is there any harm in assuming
w =107

(b) Suppose you take k independent measurements (in psychometric theory, these
would be called equivalent test items). What is the reliability of S = Zle wi?
Show your work.

(c) What happens as the number of measurements k — 0o?

In the United States, admission to university is based partly on high school marks and
recommendations, and partly on applicants performance on a standardized multiple
choice test called the Scholastic Aptitude Test (SAT). The SAT has two sub-tests, Ver-
bal and Math. A university administrator selected a random sample of 200 applicants,
and recorded the Verbal SAT, the Math SAT and first-year university Grade Point
Average (GPA) for each student. The data are given in the file opensat.data. There
is a link on the course web page in case the one in this document does not work.

Using SAS, calculate means and standard deviations for all the variables. That’s it.
Bring your log file and your list file to the quiz. You may be asked for numbers from
your printouts, and you may be asked to hand them in. There must be no warnings,
error messages or notes about missing data on your log file.

This assignment was prepared by Jerry Brunner, Department of Statistical Sciences, Uni-
versity of Toronto. It is licensed under a Creative Commons Attribution - ShareAlike 3.0
Unported License. Use any part of it as you like and share the result freely. The IXTEX source
code may be found at the end of Chapter 0 in the textbook:

http://www.utstat.toronto.edu/ ~brunner/openSEM


http://www.utstat.toronto.edu/~brunner/431s13/code_n_data/hw/opensat.data
http://www.utstat.toronto.edu/~brunner
http://creativecommons.org/licenses/by-sa/3.0/deed.en_US
http://creativecommons.org/licenses/by-sa/3.0/deed.en_US
http://www.utstat.toronto.edu/~brunner/openSEM

