
STA 413F2011 Assignment 5

Do this assignment in preparation for Quiz Five in tutorial on Friday Oct. 14th. The problems are
practice for the quiz, and are not to be handed in.

Please start by reading Section 4.4 in the text. Please pay attention to the continuity correction.
In this class, we will use the continuity correction whenever we are approximating probabilities from
a discrete distribution, but we will not bother with it when we are constructing confidence intervals.

When you approximate probabilities, don’t be too proud! I suggest you draw a rough picture
of the normal curve and shade in the probability you are calculating. This will make it easier to
use our text’s table of the normal distribution, which is reproduced for your convenience at the end
of this document.

First come a few problems from lecture.

1. Let Xn
d→ X. Show that aXn

d→ aX, where a is a nonzero constant. It is true in general,
but please show it for these two special cases:

(a) Assuming that the distribution function FX(x) is continuous at every point, and using
the definition of convergence in distribution.

(b) Assumming the moment-generating function of Xn converges to the moment-generating
function of X.

2. Let Xn
d→ X. Show that a + Xn

d→ a + X under the two conditions of problem 1.

3. Let Xn
p→ X, where P (X = θ) = 1. Prove that Xn

d→ X.

4. Let Xn
d→ X, where P (X = θ) = 1. Prove that Xn

p→ X. You may assume that the random
variables X1, X2, . . . are all continuous, so the proof is easier than the one given in class (but
is based on the same idea).

5. (a) Do Exercise 4.4.2.

(b) Actually, an approximation is not necessary here, because the exact distribution of X is
easy to find using moment-generating functions. Please do so; show your work. I used
R to get the exact probability for this problem; it’s 0.9547, so the approximation is very
good.

6. (a) Let Y1, . . . , Y72 be i.i.d. Bernoulli with θ = 1
3 . Use moment-generating functions to find

the distribution of Y =
∑n

i=1 Yi.

(b) Do Exercise 4.4.3.

7. Do Exercise 4.4.4. The value n = 15 violates the conventional rule of n ≥ 25, but the Central
Limit Theorem is all you have, so use it. By the way, I approximated the answer another way
and got 0.8346, so the Central Limit Theorem really is working pretty well here.

8. Do Exercise 4.4.5. Again the sample size is small, but the Central Limit Theorem does a
good job because the distribution of the data is symmetric. This example and the preceding
one tell us that the n ≥ 25 rule is not set in stone. Also, it is easy to construct examples with
highly skewed distributions where n > 500, but the Central Limit Theorem performs terribly.



9. Do Exercise 4.4.7. What would happen if you forgot the continuity correction here?

10. Do Exercise 4.4.9. You are being asked for a binomial probability.

11. A random sample of size n = 150 yields a sample mean of Xn = 8.2. Give a point estimate
and an approximate 95% confidence interval

(a) For λ, if X1, . . . , Xn are from a Poisson distribution with parameter λ.

(b) For θ, if X1, . . . , Xn are from an Exponential distribution with parameter θ.

(c) For µ, if X1, . . . , Xn are from a Normal distribution with mean µ and variance one. (This
confidence interval is exact, not an approximation.)

(d) For θ, if X1, . . . , Xn are from a Uniform distribution on [0, θ].

(e) For θ, if X1, . . . , Xn are from a Uniform distribution on [θ, θ + 1].

(f) For θ, if X1, . . . , Xn are from a Geometric distribution with parameter θ.

(g) For θ, if X1, . . . , Xn are from a Binomial distribution with parameters 10 and θ.

In each case, your answer is three numbers: the point estimate, the lower confidence limit
and the upper confidence limit.




