Continuous Random Variables!
STA 256: Fall 2018

1This slide show is an open-source document. See last slide for copyright
information.



Continuous Random Variables

Continuous Random Variables: The idea

Probability is area under a curve

@ Discrete random variables take on a finite or countably
infinite number of values.

o Continuous random variables take on an uncountably
infinite number of values.

o This implies that €2 is uncountable too, but we seldom talk
about it.

o Probability is area under a curve — that is, area between a
curve and the = axis.



Continuous Random Variables

The Probability Density Function

b
Pla< X <b) :/ f(z)dx
f(x) is called the density function of X. Properties are
e f(x)>0

e f(z) is piecewise continuous.

o [Z flx)dx=1



Continuous Randor

The probability of any individual value of X is zero

So
P(<X<b)=Pla<X<b=Pla<X<b=Pla<X<hb).



Pla< X <b)=F(b)— F(a)



Continuous Random

F(x) = P(X<ux)

:/fdt

d:cxd:c/f ()

By the Fundamental Theorem of Calculus.



Continuous Random Vari

The Fundamental Theorem of Calculus

F'(z) = f(z) is true for values of x where F'(z) exists and f(z)
is continuous. For example, let

fz) = 1 for0<z<1
)71 0 Otherwise

F(z) is not differentiable at x =0 and = = 1.



Continuous Random Variables

More comments

e ©

F(z) is not differentiable at x = 0 and = = 1.

These are also the points where f(x) is discontinuous.
The exact value of f(z) at those points cannot be
recovered from F(x).

These are events of probability zero.

They don’t really affect anything.

Recall that f(z) is assumed piecewise continuous.

The value of f(z) at a point of discontinuity is essentially
arbitrary. This causes no problems.



Continuous Random Vari

f(x) is not a probability

g(z+h)—g(x)
h

g'(z) = limp—o

F(zx+h)— F(x)

f(z) = lim

h—0

9/32



Continuous Random Variables

Another way to write f(x)
F(z+h)—F(x)
h

Instead of limy_.q
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f(z) = lim

h—0 h

Limiting slope is the same if it exists.
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Cont

Interpretation

o Flz+5)—Flz—5)=Plr—§<X<z+5)

o So f(x) is roughly proportional to the
probability that X is in a tiny interval
surrounding .



Continuous Random Variables

Example

f(a:):{ 20 for0<ax <1

0  Otherwise

Common questions:
o Prove it’s a density.
e Find F(z).



Continuous Random Variables

Prove it’s a density

fz) = 2¢ for0<ax <1
)= 0 Otherwise

e Clearly f(x)> 0.
o It’s continuous except at x = 1.

e Show [ f(z)dz =1



Continuous Random Var

Show [* f(z)dx =1

f(z) = 2¢ for0<x <1
771 0 Otherwise

/_Zf(x)d:r —/ f(z diL‘—l—/f dx+/ f(z
_ /0 0da:+/f da:+/ 0dz

1
= O—I—/ 2xdx + 0
0
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Continuous Random Variables

Find F(x f f(t)

f(z) = 2¢ for0<x <1
771 0 Otherwise

There are 3 cases.
o Ifx <0, F(z) = ffOOOdt =0.

o If0<z <1,
0 T
F(:n):/ Odt+/ 2t dt = x2.
—00 0
o If x > 1,
0 1 x
F(z) = / Odt+/ 2tdt+/ 0dt
—00 0 1
= 0+140

=1



Continuous Random Var

Putting the pieces together

0 forx <O
Flx)=<¢ 2?2 for 0 <2 < 1
1 forz>1

The derivation does not need to be this detailed, but the final
result has to be complete. More examples will be given.



Common Continuous Distributions

Common Continuous Distributions

Uniform

Exponential
Gamma
Normal
Beta



Common Continuous Distributions

The Uniform Distribution: X ~ Uniform(a, b)

Parameters a < b

Uniform(a,b) density with a=0 and b=1

1.4

1.2

1 fora<zx<b
_ b—a — —
flz) = { 0 Otherwise |

Density
1.0
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Common Continuous Distributions

The Exponential Distribution: X ~ Exponential()\)

Parameter A > 0

Exponential(A) density with A= 1

Ae™A* for x>0 .|
f(f”):{o forz <0 )

Density
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Common Continuous Distributions

The Gamma Distribution: X ~ Gamma(a, \)
Parameters a > 0 and A > 0

Gamma(o., 1) density with o. = 3 and A= 1

0.20

AY Az a1
o) = o) © T forx >0 )
0 forx <0 § 5]
The gamma function is defined by I'(c) = [~ et ¢t~ 1dt

Integration by parts shows I'(a + 1) = aI‘(a).



Common Continuous Distributions

The Normal Distribution: X ~ N(u, o)

Parameters p € R and o > 0

Normal(u,o) density with i = 0 and 6= 1

The normal distribution is also called the Gaussian, or the “bell
curve.” if =0 and o = 1, we write X ~ N(0,1) and call it the
standard normal.



Common Continuous Distributions

The Beta Distribution: X ~ Beta(a, 5)

Parameters o > 0 and 5 > 0

fay = { TR ) dor0 < e <
0 Otherwise

Using IT'(n+1) =nT(n) and I'(8) = [;° e " ¢7~1 dt, note that a
beta distribution with @ = = 1 is Uniform(0,1).

The beta density can assume a variety of shapes, depending on
the parameters o and S.
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Common Continuous Distributions

Beta density with a =5 and 8 =5

Beta(a,) density with . = 5 and =5

25

1.5 2.0

Density

1.0

0.5

0.0




Common Continuous Distributions

Beta density with a = 8 and § = 2

Beta(c,) density with oo = 8 and =2

Density
2.0 25 3.0 3.5
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Common Continuous Distributions

Beta density with a =2 and § =8

Beta(a,) density with o = 2 and =8

Density
2.0 25 3.0 3.5
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Common Continuous Distributions

Beta density with o = % and 3 = %

Beta(a,) density with o = 1/2 and p= 1/2
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Functions of a Random Variable

Functions of a Random Variable

Suppose you know the probability distribution of X.
Y = g(X).

What is the probability distribution of Y'?

For example, X is miles per gallon.

o Y is litres per 100 kilometers for the same population of
cars.

@ You can make probability statements about X, but you
need to make probability statements about Y



Functions of a Random Variable

General approach to finding the density of Y = g(X)

First, find the set of y values where f,(y) > 0.

@ There are infinitely many right answers, differing only on a

set of probability zero.

o If fi(x) >0, let fy(y) > 0 for y = g(z). This works.

@ Then, for one of those y values (assuming f,(y) continuous
there),

fy(y) = CZ/F = i

Substitute for Y in terms of X.
Try to solve for X.
Express in terms of the cdf Fy(x).
Differentiate with respect to y.
Usually use the chain rule.

We need an example.



Example

Let X ~ Gamma(a,A) and Y = 2X. Find the density of Y.

AY Az .a—
fm(a:):{ fwe 2 forz >0

0 for x <0

First, where will f,(y) be non-zero?
o fz(x) >0 for x > 0.
ez >0&y=2x2>0.
e So, fory >0, ...



Functions of a Random Variable

Derive the functional part of f,(y)

X ~ Gamma(a,\) and Y = 2X

1 d1l
) = fo (2y> a2
d 1A N 1 \*!
= f¥=<y = z'm)e"p{‘ 2y} <2y)
= ;;P@Xéy) = (?éz)) eXp{—;y y* !

Compare gamma density: f;(z) = F’\(Z)e_’\x 1 for x > 0.
Conclude Y ~ Gamma(a, A/2).
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Functions of a

Give the density of Y

Don’t forget to specify where fy(y) > 0

- exp{—3y} v, fory >0

—{ T(a)
fuly) 0 for y < 0
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Functions of a Random Variable

Copyright Information

This slide show was prepared by Jerry Brunner, Department of
Statistical Sciences, University of Toronto. It is licensed under a
Creative Commons Attribution - ShareAlike 3.0 Unported
License. Use any part of it as you like and share the result
freely. The IATEX source code is available from the course
website:

http://www.utstat.toronto.edu/~brunner/oldclass/256£18
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http://creativecommons.org/licenses/by-sa/3.0/deed.en_US
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