Homework 10: Quiz Nov. 25

You may bring the convergence handout.

. Let X1, X,,..., X, be 1.i.d. random variables whose distribution de-
pends on a parameter 6. The statistic T,, = T,,(X1, Xs,..., X,,) is said

to be consistent for 0 if T, 5 0. It is unbiased if E[T,] = 0. Sup-
pose X1, X,,..., X, are continuous uniform random variables on the
interval (0, 8).

(a) Let T,, = 2X,,. Is T, unbiased? Is it consistent? Show your work.
(b) Let Y, be the maximum of Xy, Xs,..., X,. Is ¥, unbiased? Is it

consistent? Show your work.

(c¢) Define a statistic W,, that is a one-to-one function of Y, and is
unbiased. Is it also consistent? Show your work.

. Let X1, Xy,..., X, be iid. random variables with expected value u
and variance o%. Show ﬂ@ N N(0,1), where S, is the sample
standard deviation. Don’t do it from scratch; use the convergence
handout.

. Let Xy, X5,..., X, be i.i.d. random variables with expected value p
and variance 2. Define Y, = /n(X, — p). What is the asymptotic
distribution of ¢¥»? What is lim,_,., P(e'™ < 1)?

. Let /n(T,, — 0) L T. Prove T, .
. Let T, T Prove loTﬁ £o.

. Using Stirling’s formula, show that a ¢-distribution with n degrees of
freedom converges to a standard normal. Stirling’s formula for gamma
functions is just what you might think.

. Let X1, X,,...,X,, be a random sample from a distribution with ex-
pected value p and variance o*. Let T, = %;&7){6’ Show /n(T, — )

has a limiting normal distribuion. What is the variance of the limiting
distribution?

. Let X1, X,,..., X, be ii.d. random variables with finite fourth mo-
ment; denote their commom expected value by g and their variance
by 0. Show \/n(S? — 0?) (where S? is the common sample variance)
converges in distribution to a normal random variable. What is the
variance of this normal target? Don’t bother to simplify. Hint: Start
by letting Y; = (X; — p)?; later, seek asymptotic equivalence.



